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Abstract

The search for patterns in data sets is a fundamental task in Data
Mining, where Machine Learning algorithms are generally used. However,
Machine Learning algorithms have biases that strengthen the classifica-
tion task, not taking into consideration exceptions. Exceptions contra-
dict common sense rules. They are generally unknown, unexpected and
contradictory to the user believes. For this reason, exceptions may be
interesting. In this work we propose a method to find exceptions out from
common sense rules. Besides, we apply the proposed method in a real
world data set, to discover rules and exceptions in the HIV virus protein
cleavage process.
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1 Introduction

Data collection is a daily activity of many organizations in business, science,
education, medicine, and others. The volume of the data contained in those
data sources often exceeds our ability to analyze it efficiently, resulting in a gap
between the data collection and its understanding. Data mining is a relatively
new research area, which aims to fill this gap, generally looking for rules that
express patterns and/or building models from data.

A crucial aspect of data mining is that the discovered rules should be some-
how interesting to the domain expert, where the term interesting arguably has to
do with surprise (unexpectedness), usefulness and novelty Fayyad et al. [1996].
Another important aspect is that, besides describing the data in a more con-
cise way, the discovered knowledge should be comprehensible to the domain
expert Pazzani et al. [1997].

In order to extract that sort of knowledge several methods can be used, and
symbolic Machine Learning (ML) algorithms are among these methods. These
algorithms induce symbolic hypotheses that are intelligible to humans such as
hypotheses represented as a set of rules. This sort of representation may allow
us to “explain” the data. Besides, symbolic knowledge could provide some
useful insights that may help the domain expert to understand the process that
produced the data.

However, rule learning algorithms are mainly designed to induce classifica-
tion and prediction rules that can predict new cases with high accuracy. In
order to accomplish this goal, ML algorithms generally use domain independent
biases1 and heuristics to induce a classifier consisting of a small set of rules.
From the knowledge discovery point of view, this approach has two main disad-
vantages: first, in order to produce a small set of rules, ML algorithms favor the
discovery of general rules, which have high predictive accuracy and correlation.
However, this sort of rules generally express common sense knowledge, resulting
in many interesting and useful rules not being discovered. Second, the domain
independent biases, especially the ones related to the language used to express
the knowledge, could induce rules difficult to understand.

Exceptions are defined as rules that contradict common believes. This kind
of rules can play an important role in the process of understanding the under-
lying data, as well as in making critical decisions. By contradicting the user’s
common believes, exceptions are bound to be interesting. Another important
aspect regarding exceptions is that they are always associated with a common
sense rule. This implies that the expression of exceptions is performed in a
localized manner Kivinen et al. [1994]. This locality concept makes exceptions
easy to understand by the domain expert, since the general concept is described
first and, afterwards, the exceptions are added as a refinement to the general
concept.

Several approaches have been proposed to generate exceptions. Nevertheless,
these approaches are mainly designed to association rule mining. In this work we

1Bias can be defined as any basis for choosing one generalization over another, other than
strict consistency with the data.
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propose a method that generates exceptions out of general classification rules.
Furthermore, we apply our proposed approach to a HIV protease cleavage data
set in order to induce knowledge rules and exceptions from it.

This work is organized as follow: section 2 presents the motivation of this
work. Section 3 presents the exception concept used in this work. Section 4
describes our approach to generate exceptions out of general classification rules.
A case stuy is shown in Section 5 and finally, Section 6 concludes the paper.

2 Motivation

In this work we are interested in symbolic ML algorithms that induce rules2 from
a dataset D, which consists of a set of n instances described by m distinctive
attributes X1, X2, . . . , Xm. The rules induced in such a dataset are targeted
at a specific attribute, often called class attribute, which can assume one of k
possible distinct values, called labels or classes. The aim of the set of rules
induced by a ML algorithm is to classify an instance that has an unknown
class value with one of the k possible classes. We focus on symbolic algorithms
because the user normally wants to know both the unknown class of an instance
and how the other attributes are related to the target attribute. The set of rules
Rj , j = 1, . . . , p, induced by these algorithms are generally in the format

R: if < condition >︸ ︷︷ ︸
Body or B

then < class = Ci >︸ ︷︷ ︸
Head or H

,

or, in brief, B → H. For rule learning algorithms that have the same repre-
sentational power as propositional logic, condition is a disjoint of restrictions
among the attributes, such as Xi op value, where op can be anyone in the set
{=, <, >,≤,≥,∈} and Ci is one of the k possible classes.

Classical rule learning algorithms are mainly developed to induce sets of
rules for classification or prediction tasks, whose aim is to predict or classify new
instances with as high accuracy as possible. In other words, these algorithms try
to induce rules with high accuracy and support, so that these rules are gathered
in a final set of rules, called classifier, that has high accuracy. Although this
approach produces consistent classifiers, some of the induced rules may be both
trivial and difficult to understand by humans.

The most trivial way to discover novel knowledge is to individually evaluate
the rules that constitute the classifier, filtering the whole set of rules in order
to select the most interesting ones, according to some objective or subjective
criteria [Freitas, 1999]. Since those rules are mainly induced focusing on the
classification accuracy bias, they generally express common sense knowledge
(i.e., they are common sense or general rules). Even though general rules are

2Some symbolic ML algorithms can also induce Decision Trees. As we can always rewrite
a decision tree as a set of rules, from now on the term rule represents either a rule directly
induced by a ML algorithm or the one obtained by rewriting a branch of a decision tree as a
rule.
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consistent with the experts’ expectations, in some activities is interesting to find
out others kinds of rules outside the general ones.

Another important issue is how we interpret and understand the induced
rules. ML algorithms can induce both disjoint and overlaid rules. Furthermore,
overlaid rules can be either ordered (decision lists) or unordered (independent
rules).

From a knowledge discovery point of view, rules in a decision list are diffi-
cult to understand by the domain expert since they are meaningful only in the
context of all the preceding rules. Alternatively, disjoint and unordered rules
can be individually interpreted. Nevertheless, the rules present in those sets of
rules are uncorrelated with each other. In many DM applications, establishing
a type of relationship among those rules can play an important role in obtaining
a good overall understanding of the underlying relationships in the domain.

In our view, the construction of classifiers where the main emphasis lies on
the classifier’s accuracy fails to reflect the way humans construct and express
hypothesis. This is not to say that this goal is irrelevant; notwithstanding,
at the knowledge discovery level, and in some practical applications, it is al-
most worthless the directly application of those algorithms, since they fail on
searching novelty patterns and/or expressing the discovered ones closer humans
do.

3 Exceptions

From a knowledge representation point of view, one of the main features of rules
is that they tend to have exceptions [Kivinen et al., 1994]. If we could represent
the induced rules in that manner, they would be more intuitive for human users,
since humans generally talk about knowledge in terms of general patterns and
special cases. For instance, in medical applications, physicians always say that
people with certain characteristics tend to have a particular disease; however, in
some special situations, they may not develop the disease. Thus, more realistic
rules are of the form ‘if P then u unless Q ’. To represent such a rule, we can
refine common sense rules by adding exceptions.

Intuitively, exceptions contradict a general or common sense rule. A common
sense rule represents a common phenomenon that comes with high support and
confidence in a particular domain. Therefore, exceptions to the rules are weak in
terms of support, but having confidence similar to the common sense rules [Hus-
sain et al., 2000]. Support is a measure related to the relative frequency of the
instances covered by a rule and confidence is related to its accuracy.

In this work, we use the exception concept given in [Hussain et al., 2000],
which structurally defines exception as show in Table 1, where the term B′ also
represents a non-empty set of conjunction of restriction among the attributes.
For instance, if we had the common sense rule “if a person is unemployed then
it is not granted the person credit”, we could have an exception such as ”if
a person is unemployed but his/her consort is employed then it is granted the
person credit”
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B → H general rule
high support, high confidence

B ∧B′ → ¬H exception rule
low support, high confidence

B′ → ¬H reference rule
low support, low confidence

Table 1: Rule structure for exceptions

Exceptions help to solve the understandability problem. A set of isolated
rules is not intuitive to the domain expert since these rules fragment the knowl-
edge. Sets of rules expressed in that manner generally are difficult to read and
understand because the domain expert cannot see any relationships among the
rules. The concept of locality, which is implicit in exceptions rules, is more
intuitive to the domain expert, since it allows him/her to see an overall picture
of the domain first and then the special cases.

A related problem is the discovery of interesting or useful rules. The quest
for a simple set of rules of the existing classification systems3 results in many
interesting and useful rules not being discovered. By contradicting the common
sense rules, exceptions are generally more interesting and useful to the users.
For instance, an exception can represent an important niche in a determined
market. If the user could recognize this niche as an exception, he or she could
apply to these consumers a more specific marketing campaign.

To illustrate this concept we use an artificial dataset, which is graphically
represented in Figure 1. Two attributes, A1 and A2, and two classes, N and
◦, describe the instances. The domain of A1 is {a, b, c, d}, and the
domain of A2 is {x, y}.

Figure 1: The example data space

Rule learning algorithms can either treat the attribute A1 = b
as noise, generalizing the hypothesis or treat it as a true value,
specializing the hypothesis. In the first case, the induced hypothesis
consists of the rule set {A2 = x → N, A2 = y → ◦}. In the second
case, if we constrain the hypothesis language to a set of disjoints as

3In general, classification systems use the Ockam’s razor advice “prefer the simplest hy-
pothesis consistent with the data”, in order to choose from multiple consistent hypothesis.
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several rule learning algorithms do, the induced hypothesis consists
of a rule set having eight rules4, one to each instance {A2 = x∧A1 =
a → N, and so forth}. However, we could represent the hypothesis
in a more intuitive way, firstly generalizing and giving an overall
idea about the concept, and afterwards treat the special cases locally
specifying the exceptions. In this case, the hypothesis is represented
as the set of rules {A2 = x → N except if A1 = b → ◦and A2 = y →
◦except if A1 = b → N}.

4 Our proposed approach

Although several methods have been proposed in the literature in
order to extract exceptions [Suzuki, 1997, Liu et al., 1999, Hussain
et al., 2000, Kivinen et al., 1994], they are generally developed to
treat association rule mining and cannot be used to extract excep-
tions out of classification rules. The main objective of this work is
to propose a new method to find exceptions out from general clas-
sification rules. This method is mainly based in the following three
key principles:

1. A reasonable rule induction algorithm can summarize data and
learn rules;

2. These algorithms have biases that favor the induction of rules
with high support;

3. Exceptions should have low support in the whole dataset, oth-
erwise they would be a common sense rule.

These three principles make difficult the direct induction of ex-
ceptions by traditional ML algorithms. The direct extraction of
exceptions from a dataset is not a trivial task since ML algorithms
biases favor the induction of general rules. Although we may relax
these biases in order to induce rules with lower support, there is a
high chance that the knowledge would be fragmented among the in-
duced rules. All things considered, our proposal approach is divided
in two steps, as follows:

4If we enlarge the hypothesis language to contemplate negation or add the in (∈) operator
(an attribute value is in a set of possible values), the hypothesis might consist of four rules.
In both cases, the hypothesis constructed using exceptions is still more intuitive for humans.
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Step 1 — induction of common sense rules. In this step, we
use a traditional rule learning algorithm in order to induce
general classification rules. As we are mainly interested in the
induction of general rules, in this step the main objective is
not allowing the induction of highly specialized rules. This can
be done by properly configuring the parameters of the learning
algorithm.

Normally, a user can stop here for his preliminary data mining
probing. The user can also apply a filtering step in order to
select the most interesting rules. In our approach, we also apply
a filtering step, but with the intent of focusing on some rules
to be further treated on the next step. This filtering step is
based on the evaluation of a contingency matrix, as show on
Table 2. In this table, B denotes the set of instances where the
rule condition is true and its complement, B, denotes the set
of instances where the rule condition is false and analogously
for H e H. For each entry in the table, fx denotes the relative
frequency associated to the event x, i.e., fbh denotes the relative
frequency of the set of instances where both B and H are true,
and so on. We use the value fbh in order to filter the rules, as
described on Step 2.

H H
B fbh fbh fb

B fbh fbh fb
fh fh 1

Table 2: Contingency matrix for the rule B → H

Step 2 — looking for exceptions. In this step we focus on rules
that have the highest values of fbh in order to search for possible
exceptions on these rules. A high value of fbh implies that there
are instances on which the body of that rule is true but the class
of the instances are not the same as the one foreseen by the head
of the rule. In other words, there are instances misclassified by
that rule.

After identifying the rules with high fbh values, starts the search
for reference rules that might be exceptions. For each of these
rules, and only using the subset of instances that are misclas-
sified by that rule, we look for associations with attribute in-
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stances and the negative(s) class(es)5 foreseen by the rule. If
those associations have a minimum support and confidence val-
ues in the subset of instances, they represent a reference rule
and the couple (general rule, confidence rule) represents one ex-
ception. It is worth to note that although reference rules have
high support in the subset of instances used to look for excep-
tions, they probably have small support in the whole dataset.

A major concern about our proposed approach is that it cannot
only extract exception out of general classification rules but also
preserve the locality concept of exceptions.

5 Case Study

In order to illustrate our approach we choose a real world dataset,
related to where a viral protease cleaves HIV viral polyprotein amino
acid residues. This dataset is also used by [Narayanan et al., 2002,
Cai and Chou, 1998]. Table 3 summarizes this dataset.

# features # instances unknow values classes
8 (nominal) 362 no 0 - non-cleavage (68,51%)

1 - cleavage (31,49%)

Table 3: Dataset description

Viral protease plays an important role on the viral cycle, since
it is responsible by cleaving the precursor viral polyproteins (the
substrate) at specific cleavage-recognition sites when they emerge
from the ribosome of the host cell as one long sequence. In other
words, proteases post-translate proteins chain into viral proteins
and enzymes which will rise to new virus molecules that are then
released for the infection of further cells. An understanding of viral
protease specificity may help the development of future anti-viral
drugs involving protease inhibitors by identifying specific features
of protease activity for further experimental investigation.

Each instance of the HIV dataset consists of eight attributes that
represent a recognition sequence followed by its class, related to its
cleavage-ability. In its turn, each attribute on the recognition se-
quence represents one amino acid. The attributes on the recognition

5In the case of more than two classes, the set of classes not foreseen by H are the negative
classes H.
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sequence are sequentially ordered, i.e., the first attribute represents
the position one in the sequence, the second attribute the position
two, and so forth. The size of the recognition sequence is the same
as the size of viral protease. When one of the recognition sequences
matches its counterpart in the viral protease, the cleavage occurs be-
tween position 4 and 5 of the recognition site. If it does not match,
the cleavage does not occur.

To avoid a possibility of the exceptions over-fitting the data, we
repeated the experiment three times with different training and test-
ing samples. The dataset was divided in three parts and in each
experiment two parts were used for training and the other one for
testing.

To apply the first step of the proposed methodology we used the
See5 program, which induces symbolic decision trees. To generate
smaller trees, the option of generating nodes having subsets of pos-
sible values for conditions rather than individual values was set up.
As the transcription of the decision trees into rules produced a small
number of rules, we decided to select all the rules in order to apply
the second step.

On the second step, each rule obtained in the first step defines a
subset of instances where we need to look for exceptions. As stated
before, this subset contains all the instances that are covered by
a rule but do not have the same class as the one foreseen by the
rule. In order to look for possible reference rules, we applied the
association rule-mining algorithm APRIORI [Agrawal et al., 1993].
We only select as possible reference rules the ones that present at
least a support value 0.5. Further, if the possible reference rule
appears at least twice in all the conducted experiments, we assume
it is a reference rule and the couple (general rule, reference rule) as
a truly exception.

Table 4 shows the tree induced by See5 on the first experiment,
transcribed as rules. The numbers in parentheses at the end of each
rule represent, respectively, the number of instances correctly and
incorrectly covered by the rule.

For example, rule R1.1, which foreseen class non-cleavage, covers
a total of 165 instances of the training set; 149 of these instances
belong to class non-cleavage and the other 16 to class cleavage. In
other words, rule R1.1 misclassified 16 instances of the training set.
Using this subset, the association rule mining algorithm found the
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R1.1 if pos4 ∈ {A,R,N,D,C,Q,E,G,H,I,K,P,S,T,W,V}
then non-cleavage (149,16)

R2.1 if pos4 ∈ {L,M,F,Y} and pos5 ∈ {A,Q,G,K}
then non-cleavage (12,3)

R3.1 if pos4 ∈ {L,M,F,Y} and pos5 ∈ {R,N,D,C,E,H,I,L,M,F,P,S,T,W,Y,V}
then cleavage (81,15)

Table 4: Transcription of the tree generated by See5 into rules – Execution 1

rule if pos6 = E then cleavage, which covers 9 of these 16 instances.
Furthermore, in the test set, this exception rule correctly covers the
only instance that was erroneously covered by rule R1.1, but 2 in-
stances that were correctly covered by rule R1.1 are now erroneously
covered.

The same steps were applied to rules R2.1 and R3.1. Rule R2.1,
which also foreseen class non-cleavage, covers 15 instances of the
training set, 3 of which misclassified with class coverage. Using
this subset, the association rule mining algorithm found the rule if
pos6 = E then cleavage, which correctly covers all three instances.
Furthermore, in the test set, this exception rule correctly covers 3
of 5 instances that were erroneously covered by rule R2.1, but 2
instances are now correctly covered by the exception rule. For rule
R2.1, the proposed approach did not found any exception.

Table 5 shows the tree induced by See5 on the second experiment,
transcribed as rules. Rule R1.2, which foreseen class non-cleavage,
covers 173 instances of the training set; 158 of these instances be-
longs to class non-cleavage and the other 15 to class coverage. In
this subset, the association rule mining also found the rule if pos6
= E then cleavage, which covers 8 instances from this subset. In
the test set, this exception correctly covers all 5 instances that were
mistakenly covered by the rule. One instance that was correctly
covered by the rule R2.1 is now mistakenly covered though. For
rule R2.2, our approach did not found any exceptions.

R1.2 if pos4 ∈ {A,R,N,D,C,Q,E,G,H,I,K,M,P,S,T,W,V}
then non-cleavage (158,15)

R2.2 if pos4 ∈ {L,F,Y}
then cleavage (84,22)

Table 5: Transcription of the tree generated by See5 into rules – Execution 2

Table 6 shows the tree induced by See5 on the third experiment,
transcribed as rules. Rule R1.3, which foreseen class non-cleavage,
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covers 165 instances of the training set; 153 of these instances be-
longs to class non-cleavage and the other 12 to class coverage. In
this subset, the association rule mining also found the rule if pos6 =
E then cleavage, which covers 7 instances from this subset. In the
test set, this exception correctly covers 3 of 5 instances that were
erroneously covered by rule R2.1. For rule R2.3, our approach did
not found any exceptions.

R1.3 if pos4 ∈ {A,R,N,D,C,Q,E,G,H,I,K,P,S,T,W,V}
then non-cleavage (153,12)

R2.3 if pos4 ∈ {L,M,F,Y}
then cleavage (81,15)

Table 6: Transcription of the tree generated by See5 into rules – Execution 3

As we can see in all three experiments, the proposed approach
has found the same exception on rules that foreseen the same non-
cleavage class. This enforces the evidences that this is a truly
exception and not a causality on the data. To maximize the ex-
tracted knowledge, we also apply the proposed approach to the
whole dataset. Table 7 shows the final hypothesis found. In this
hypothesis, we have added the exception to the rule R1 due to its
similarity to the rules induced on previous execution. This rule had
covered 229 instances in the whole dataset, and 17 of them were
mistakenly covered. When we added the exception, 10 of these 17
examples were correctly covered.

R1 if pos4 ∈ {A,R,N,D,C,Q,E,G,H,I,K,P,S,T,W,V}
then non-cleavage
exception: if pos6 = E then cleavage

R2 if pos4 ∈ {L,M,F,Y} and pos5 ∈ {A,R,E,G,H,I,L,M,F,P,T,W,Y,V}
then cleavage

R3 if pos4 ∈ {L,M,F,Y} and pos5 ∈ {N,D,C,Q,K,S}
then non-cleavage

Table 7: Final hypothesis found using our proposal approach

The induced rules confirm the importance on the cleavage pro-
cess of the amino acids in positions 4 and 5 of the substrate. This
point is just where exists the linkage that the catalytic process oc-
curs in order to cleave the substrate (scissile linkage). The generate
exceptions also show the importance of the position 6 in this process.
This point is also related in [Narayanan et al., 2002].

We also try to find out this exception using only a traditional ML
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algorithm (in this case, we used again the See5 algorithm, without
setting up the option that generates subsets of values in the nodes).
To this end, we stepwise relax the pruning confidence factor in 5%
until the attribute position 6 appears in the induced tree (we step-
wise relax this value from 25% (default) until 60%). The result is an
induced decision tree with 55 leave nodes that can be translated into
55 rules. In two of these 55 rules the disjoint if pos6 = E appears.
However, in this case, we cannot see the relationship between the
generated rules.

6 Conclusion

This work presents a new methodology to find exceptions out of
general classification rules. By contradicting common sense rules,
exceptions are generally interesting and useful to users. Besides,
exceptions are also more intuitive to humans, since they allow the
user to see an overall picture of the domain first and then the special
cases.

Furthermore, we also have applied our proposal approach to a
HIV protease cleavage dataset, which formulates a hypothesis that
consists of general rules and a exception. While the general induced
rules are related to the biological process, the exceptions found can
provide some insights in order to help the domain expert under-
stands the underlying data. A natural extension of this work is the
analysis and validation of the generated rules by domain experts.
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