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Abstract. Requirements engineering is one the most critical stages in software 
development. If the requirements are not correct the software development team 
will produce an artifact that will not satisfy the needs, wishes and expectations 
of the client. Requirements (and knowledge in general) are spread among many 
stakeholders. Natural language is widely used since it is an adequate tool con-
sidering non-technical stakeholder. Nevertheless communication problems arise 
with the use of natural language. The software development team members 
need to learn about the application domain and this process of learning means 
focusing on the features to be included in the software application, while leav-
ing apart the elements out of the boundaries of the application. This process is 
not easy when people face a new application domain. Thus, this paper proposes 
an approach to define the software application language from a vocabulary of 
the application domain.  

Keywords: LEL, vocabulary, Requirements, application domain, software ap-
plication. 

1 Introduction 

Requirements engineering is a critical stage of software development. Errors made at 
this stage can cost up to 200 times to repair when the software is delivered to the cli-
ent [7]. Requirements described as Use Cases or as User Stories define the goals, the 
scope and the functionality of the software system. Nevertheless, software applica-
tions are “packed knowledge about the domain” [11]. This knowledge needs to be 
captured in a complementary artifact to Use Cases and User Stories, for example in 
business rules [23] or given-then-when scenarios [27]. While goals and requirements 
for the software application can be elicited from a small group of people (the client or 
the sponsor) the knowledge of the domain relies in a wider group of stakeholder (the 
domain experts) who generally has a different and complementary point of view of 
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the domain. Thus, it is important to involve as many experts as possible to collabora-
tively [20] acquire their knowledge.  

Experts and development team belong to different worlds and use different lan-
guages [26]. The experts use the language of the domain while development team 
uses a computer science language. In order to cope with this communication gap it is 
important to use artifacts in natural language that are readable by both parties [20]. 
Nevertheless, the use of natural language is not enough since both parties need to 
share a common language. Particularly the development team should adopt the lan-
guage used in the application domain. This adoption is not easy because the applica-
tion domain is broader than the software application. Hence, the knowledge in the 
application domain (and its representation through its language) sometimes is over-
whelming for the development team members. Moreover, considering the amount of 
stakeholder in application domain (clients, users, sponsor, experts, etc.). Thus, it is 
hard for the development team to decide what is important regarding the boundaries 
of the software application. This paper proposes an approach to consider the language 
of the application domain (captured through its vocabulary) in order to reduce it to 
obtain the language limited to the boundaries of the software application.    

The LEL is glossary [23] that has the aim of understanding the language of an 
application domain without worrying about the application software. The LEL catego-
rizes terms in four categories (subjects, objects, verbs and states) and uses two attrib-
utes (notion and behavioral responses) to describe the terms. We believe that the LEL 
is a convenient tool because of three characteristics that we found in our experience: it 
is easy to learn, it is easy to use, and it has good expressiveness. We have used the 
LEL in many domains, some of them very complex, and we had good results. Cysnei-
ros et al. [12] report the use of LEL in a complex domain as the health domain.  

Our proposed approach uses the glossary LEL as input and obtains a new glossa-
ry LEL as output. Although the language used in the software application can omit, 
change or add concepts from the application domain, our proposed strategy only con-
sider removing the elements of the application domain that are not relevant for the 
software. Thus, the proposed approach is a kind of “filter” with the aim to reduce the 
language of the domain to a subset that belong the boundaries of the application soft-
ware. Hence, the proposed approach can also be considered as a process to define the 
scope of the application.  

The rest of the paper is organized in the following way. Section 2 describes 
some preliminary knowledge needed to understand the approach. Section 3 describes 
the proposed approach. Section 4 provides evidence about the applicability and usa-
bility of the approach. Section 5 discuses some related works. Finally, section 6 pre-
sents some conclusion and future work.  

2 Language Extended Lexicon 

The Language Extended Lexicon (LEL) is a glossary that describes the language of an 
application domain, where not necessarily there is a definition of a software applica-
tion. The LEL is tied to a simple idea: “understand the language of a problem without 
worrying about the problem” [19]. The language is captured through symbols that can 
be terms or short expressions. They are defined through two attributes: notion and 
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behavioral responses. Notion describes the denotation, that is, the intrinsic and sub-
stantial characteristics of the symbol, while behavioral responses describe symbol 
connotation, that is, the relationship between the term being described and other terms 
(Fig. 1). Each symbol of the LEL belongs to one of four categories: subject, object, 
verb or state. This categorization guides and assists the requirements engineer during 
the description of the attributes. Table 1 shows each category with its characteristics 
and guidelines to describe them.  
 

Category: symbol 
Notion: description 
Behavioral responses: 
Behavioral response 1 
Behavioral response 2 

Fig. 1. Template to describe a LEL symbol 

Table 1. Template to describe LEL symbols according to its category 

Category  Notion Behavioral Responses 
Subject Who is he? What does he do? 
Object What is it? What actions does it receive? 
Verb What goal does it pursue? How is the goal achieved? 
State What situation does it represent? What other situations can be reached? 

3 The proposed approach 

This section describes the proposed approach in a general way, and after that it de-
scribes every step.  

3.1 The approach in a nutshell 

The proposed approach has the goal to analyze the glossary LEL used as input 
and select a subset of symbols and their descriptions, in order to provide a new glos-
sary LEL as output. This output glossary LEL will describe the elements that would 
be inside the boundaries of a new software application that would be developed to 
provide support to the application domain.  

It is important to mention that this proposed approach only considers the reduc-
tion of symbols and their description from the input glossary LEL to the output glos-
sary LEL. And the proposed approach does not consider the modification of the de-
scriptions or the additions of new ones.  

The approach is based mainly in the relationship of the categories of the glossary 
LEL and some key elements in a software application design. The categories of the 
glossary LEL are: subject, objects, verbs and states. For the proposed approach, states 
are not used. Thus, symbols of category subject of the LEL are related with user roles 
in a software application, verbs of the LEL are related with functionality of the appli-
cation, and finally, objects of the LEL are related with databases of the application [2] 
[16].  
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The proposed approach consists basically of a succession of four steps: (i) classi-
fication of subjects, (ii) classification of behavioral responses of subjects, (iii) classi-
fication of behavioral responses of verbs, and (iv) classification of objects. Fig. 2 
summarizes the steps. 
 

 
Fig. 2. Our approach in a nutshell 

3.2 Classification of subjects 

The classification of subjects pursues the goal of dividing the universe of discourse in 
three parts: (i) the software application to be developed, (ii) other software applica-
tions already developed, and (iii) the information system or behavior of the applica-
tion domain that will remain manual, that is with no automatization. 

Our approach is concerned about (ii) the software application to be developed. 
Nevertheless, the others two subsets are important because they will interact with the 
software application to be developed.  

Thus, subjects of the glossary LEL should be categorized in one of the following 
categories: (i) subjects / users of the intended software application, (ii) subjects / users 
of another software application, and (iii) subjects / actors that will keep performing 
activities manually.  

The rest of the paper will use an agriculture domain in order to provide examples 
of the proposed approach. Thus, we consider a farm that has the objective of growing 
fruits as business. The farmer is the person who has the technical agriculture 
knowledge. There are many field laborers who help the farmer. And there is an ad-
ministrator who is in charge of taking the strategic decisions for the business.  

The glossary LEL for this situation includes three subjects: farmer (Fig. 3), ad-
ministrator (Fig. 4), and field laborer (Fig. 5). The farmer should be categorized as (i) 
subject / user of the intended software application, because the goal is to automatize 
some of their tasks. The administrator should be categorized as (ii) subject / user of 
another software application, because he already has a software application to manage 
the needs of the markets, the sales, the cash flow, etc. Finally, the field laborer should 
be categorized as (iii) subjects / actors that will keep performing activities manually, 
since he is in charge of cultural activities that consist in activities that cannot be au-
tomatized with machines. Fig. 6 summarizes this procedure.  
 
 Subject: farmer (user of the intended software application) 
 Notion: responsible to grow the fruits. 
 Behavioral responses 
 The farmer fertilizes spraying.   
 The farmer fertilizes watering.  

Fig. 3. Subject farmer 

Classification of 
subjects

Classification of 
behavioral 

responses of 
Subjects

Classification of 
behavioral 

responses of verbs

Classifification of 
objects
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 Subject: administrator (user of another software application) 
 Notion: responsible to maintain a positive balance in the cash flow of the 
business. 
 Behavioral responses 
 The administrator decides the fruits to plant.   

Fig. 4. Subject administrator 

 Subject: field laborer (actor that will keep performing activities manually) 
 Notion: responsible to labor tasks in the field. 
 Behavioral responses 
 The field laborer performs cultural activities.   

Fig. 5. Subject field laborer 

 
for each subject s with the glossary LEL 

categorize s as 
(i) user of the intended software application 
(ii) user of another software application 
(iii) actors that will keep performing activities manual-

ly 

Fig. 6. Procedure for Subject categorization 

3.3 Classification of behavioral responses of subjects 

The behavioral responses of the subjects denote the actions (activities, tasks) that 
subjects perform within the application domain. Thus, subjects categorized as “sub-
ject / user of the intended software application” will be users of the software applica-
tion and some of their behavioral responses would be functionality that will be in-
cluded in the software application to be developed. This second steps of the approach, 
consists in analyzing the behavioral responses of the subject previously categorized as 
“subject / user of the intended software application”, and each behavioral response 
should be categorized as: (i) functionality of the intended software application, (ii) 
functionality of another software application, and (iii) activities to keep performing 
manually. In some situations, all the activities of the subjects selected could be in-
cluded in the new software application. But, some other times it is necessary this sec-
ond step to analyze every activity in order to define the scope of the new software 
application.  

Regarding the example, the farmer fertilizes in two different ways. One tech-
nique consists in using a spraying back pack, and another one consists in using an 
irrigation pipe. The procedure to fertilize using the backpack is manual, so it will be 
outside the new software application. Nevertheless, the irrigation pipe can be adapted 
in order to automatize the fertilization. Thus, the behavioral impact “The farmer ferti-
lizes spraying” is categorized as (iii) activities to keep performing manually. While 
the behavioral impact “The farmer fertilizes watering” is categorized as (i) functional-
ity of the intended software application (Fig. 7). The procedure is summarized in Fig. 
8.  
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 Subject: farmer 
 Notion: responsible to grow the fruits 
 Behavioral responses 
 The farmer fertilizes spraying.  (activities to keep performing manually) 
 The farmer fertilizes watering.  (functionality of the intended software appli-
cation) 

Fig. 7. Categorization of behavioral responses of subject farmer 

for each subject s categorized as user of the intended soft-
ware application 

for each behavioral response b that belong to s 
categorize b as  
(i) functionality of the intended software applica-

tion 
(ii) functionality of another software application 
(iii) activities to keep performing manually 

Fig. 8. Procedure for behavioral responses of the subject categorization 

3.4 Classification of behavioral responses of verbs 

The behavioral responses of the verbs describe how the activity represented by the 
verb should be carried out. The behavioral responses are a kind of work breakdown of 
the verb that describes. Although the step 2 of the approach classifies the behavioral 
responses of the subjects according to their inclusion in the intended software applica-
tion, it could happen that some activities will not be completely automatized. Thus, 
each behavioral response of the subjects (categorized as “functionality of the intended 
software application”) that in turn are described as verbs should be analyzed. In this 
step, the behavioral responses of these verbs should be categorized as (i) functionality 
of the intended software application, (ii) functionality of another software application, 
and (iii) activities to keep performing manually. 

The process of fertilizing through watering with the irrigation pipe is composed 
of several steps. First, some calculus of the mixture of the minerals to use to fertilize 
should be done. Then, the mixture should be prepared. After that, the mixture should 
be poured into the irrigation pipe. Finally, it should be decided which sectors of the 
layout of the field should be fertilized. Thus, Fig. 9 summarizes the categorization of 
every behavioral response, and the procedure is summarized in Fig. 10.  

 
 

Verb: fertilize watering 
Notion: activity that pursue the aim of adding nutrient to the plant. 
Behavioral responses: 
The farmer plans the mixture of minerals. (functionality of another software 
systems) 
The farmer prepares the mixture of minerals. (activities to keep performing 
manually) 
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The farmer pours the mixture into the irrigation pipe.  (activities to keep per-
forming manually) 
The farmer plans the layout to fertilize. (functionality of the intended soft-
ware application) 
The farmer activates the irrigation pipe. (functionality of the intended soft-
ware application) 

Fig. 9. Categorization of the verb “Fertilize watering” 

for each subject s categorized as user of the intended soft-
ware application 

for each behavioral response b that belong to s catego-
rized as functionality of the intended software application 

for each behavioral response v of the verb that de-
scribes b 

categorize v as 
(i) functionality of the intended software applica-

tion 
(ii) functionality of another software application 
(iii) activities to keep performing manually 

Fig. 10. Procedure for behavioral responses of the verb categorization 

3.5 Classification of objects 

The behavioral responses should have the structure: subject + verb + object [3] where 
the object describes the element (material, resource, data) on which relies the action 
of the verb. Thus, if the verb (that is the behavioral response of the previous step) is 
categorized as “functionality of the intended software application”, the object that 
receive the action, is probably an “object of the intended software application”. Nev-
ertheless, it could happen that the object is within the border of two different software 
applications. Thus, every object should be analyzed an categorized as (i) object within 
the boundaries of the intended software application, (ii) object within the boundaries 
of another software application, and (iii) object shared by several software applica-
tions.  

The process of fertilizing through watering with the irrigation pipe should have 
access and control of the layout of the field. This is necessary to open and close the 
hatches to make the water (with the fertilizes) flows to the desired sector of the field. 
And of course, it should also have access to the pump to activate the irrigation pipe. 
Fig. 11 summarizes the categorization of every object, and Fig. 12 summarizes the 
procedure. 
 

Verb: fertilize watering 
Notion: activity that pursue the aim of adding nutrient to the plant. 
Behavioral responses: 
The farmer plans the mixture of minerals.  
The farmer prepares the mixture of minerals.  
The farmer pours the mixture into the irrigation pipe.   
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The farmer plan the layout to fertilize. (object within the boundaries of the 
intended software application) 
The farmer activates the irrigation pipe. (object within the boundaries of the 
intended software application) 

Fig. 11. Categorization of the objects belonging to the “Fertilize watering” 

for each subject s categorized as user of the intended soft-
ware application 

for each behavioral response b that belong to s catego-
rized as functionality of the intended software application 

for each behavioral response v of the verb that de-
scribes b 

for each object o of v 
categorize o as 
(i) object within the boundaries of the in-

tended software application 
(ii) object within the boundaries of another 

software application 
(iii) object shared by several software ap-

plications. 

Fig. 12. Procedure for objects categorization 

 
This step could also be used as a revision phase, since if a verb is considered to be 
“functionality of the intended software application”, and the object is considered “ob-
ject within the boundaries of another software application”, it could be analyzed why 
the verb (functionality) is within the boundaries while the object (data) is outside.  

In the example, as a result of the process applied, it is stated that the farmer will 
be the user of the software application that will provide the functionality to control the 
hatches of the field to fertilize as well as switching on and off the pump.  

4 Evaluation 

The framework proposed was applied to an application to manage sanitary resources 
related to covid-19. The system manages doctors, rooms, beds and patients. The sys-
tem also manages the evolution of a patient and provides alerts according to certain 
workflow to follow the evolution of the patient.  

Participants were 25 students of a degree course divided in 11 groups. The ob-
jective of the course is to provide a realistic experience in software development. In 
particular, the course emphasizes requirements practices. It is important to mention 
that most of the students have experience in industry since in Argentina, students 
generally begin to work in industry in second year of their undergraduate studies.  

Participants received a glossary LEL already prepared and they had to apply the 
proposed approach. One of the professors of the course is a Medical Doctor, and he 
played the role of the client providing the information about what should be included 
in the intended software application. Another professor of the course checked the 
categorization of the elements of the glossary LEL.  
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The evaluation was focused on the applicability of the approach. The System 
Usability Scale (SUS) [9] [10] was used to assess the usability and applicability of the 
approach. Although SUS is mainly used to assess usability of software systems, it was 
probe to be effective to assess products and processes [6]. The System Usability Scale 
(SUS) consists of a 10-item questionnaire; every question must be answered in a five-
option scale, ranging from “1” (”Strongly Disagree”) to “5” (”Strongly Agree”). Alt-
hough there are 10 questions, they are related by pairs, asking the same question but 
in a complementary point of view in order to obtain a result of high confidence.  

The calculation of the SUS score is performed in the following way. First, items 
1, 3, 5, 7, and 9 are scored considering the value ranked minus 1. Then, items 2, 4, 6, 
8 and 10, are scored considering 5 minus the value ranked. After that, every partici-
pant’s scores are summed up and then multiplied by 2.5 to obtain a new value ranging 
from 0 to 100. Finally, the average is calculated. The approach can have one of the 
following results: “Non acceptable” 0-64, “Acceptable” 65-84, and “Excellent” 85-
100 [22]. The score obtained was 71,17. Thus, the approach can be considered as 
“acceptable”.  

5 Related work 

Lee et al. [18] use domain knowledge information (and requirements documents) 
in natural language to create a richer knowledge base used to produce artifacts specif-
ic of the application domain. Their approach produces UML diagrams and source 
code. They propose a broader approach that ours. Nevertheless, they do not describe 
how to define the boundaries of the application to produce artifacts so specific like 
source code. Voelter et al. [28] use domain specific languages in product line engi-
neering as a middle ground between feature modeling and programming. This ap-
proach pursues the same concern of our approach to define the boundaries of the 
software application even in a specific domain as software product lines.  

Wang et al. [29] are concerned about reducing the gap between natural language 
requirements and Architecture Analysis and Design Language models. Although their 
objective is different from the one of our approach, in some way both concerns are 
related. Their approach is mainly based on data dictionaries and glossaries, which are 
the elements used by us. Borelli et al. [8] also propose an approach for architectural 
design. In particular, they work with IoT, and they propose a tool to analyze a Do-
main Specific Language (DSL) in order to obtain a new language called: A Buildout 
IoT Application Language (BIoTA). 

Mukhtar et al. [24] consider the importance of identifying the vocabulary of a 
software application. They use general dictionaries to identify compound words that 
contain some atomic words. Then, experts analyze the terms and their definition to 
finally consider those terms. This approach could be used in a previous stage of our 
approach, where relevant concept analysis should be identified.  

Bai et al. [4] [5] propose a strategy to build domain specific language models 
from general domain data. They search for similar topics in documents of related 
domains while we work with a specific domain to provide a description of a specific 
application. Moreover, Bai et al. work with natural language documents while we 
work with a semi structured natural language model as Language Extended Lexicon. 
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Demsky et al. [13] developed an application called Bristlecone that relate high-level 
specification with the low level application’s conceptual operations, which can be 
considered as a kind of vocabulary.  

Doorn et al [15] propose a strategy to understand the future universe of discourse 
through the use of Scenarios [16]. Their strategy relies on constructing future scenari-
os (and requirements) in order to obtain the future universe of discourse captured by 
LEL. This strategy is more complex that our approach since they try to define the 
future universe of course, while our approach only limit the application domain uni-
verse of discourse. We plan to develop an extension of our proposed approach to ob-
tain the language of the future application system, but we believe that defining the 
limits of the universe of discourse beforehand is more important. Haj et al. [17] pro-
pose an approach based on natural language processing that to obtain Semantic of 
Business Vocabulary and Rules (SBVR). Lie et al. [21] proposed an approach to de-
velop the software application language with a semantic support. They use User Sto-
ries as input and analyze them in order to obtain relevant concept which are linked 
with wordnet in order to have a semantic support. It is an interesting idea, but the 
wordnet dictionary is a general way, so it could be hard to relate the concept with the 
correct definition.  

Dilshener et al. [14] performed an analysis about the relationship between the 
concept that appear in the source code and the use of those concepts in a more ab-
stract and conceptual artefact. This works is a kind of verification that both vocabular-
ies should be synchronized in order to make easy the software development process. 
Amatriain et al. [1] performed a similar analysis showing that they were able to de-
velop a framework with minimal overhead thanks to the use of vocabularies, in par-
ticular a domain specific language (DSL). Nascimento et al. [25] performed an analy-
sis of the vocabulary used in the source code in order to assess the level of under-
standing of the students that has written the source code. It is interesting to emphasize 
how the use of language can reduce the effort and it also can be used to assess the 
understanding of the domain.  

6 Conclusions 

This paper presented an approach to define the language of the software application 
from the language of the application domain. The process of acquiring and identifying 
the relevant requirements and knowledge to develop a new software application can 
be overwhelming in some situation of a complex domain where a lot of stakeholders 
are involved. Thus, this paper proposes an approach that uses the LEL glossary to 
capture the vocabulary of the application domain and obtain the LEL glossary of the 
software application in a straightforward way with different steps of analyzing the 
concepts defined by the language and categorizing them according to their situation in 
the boundaries of the software application. This process should be considered as a 
framework that filter the elements of the application domain and define the scope of 
the software application at the same time. The proposed approach only consider the 
reduction of the initial LEL glossary, but the analyst who applies the proposed ap-
proach will acquire more information during the process and he could add this new 
knowledge to the LEL glossary obtained as a result. This specific improvement of the 
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proposed approach is a future work. We are currently analyzing scenarios where the 
language changes or is enriched in order to propose a new approach that also consider 
this situations.  
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